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Domain Adaptation (DA)[1]

Source Domain
* Supervised (x,y)
* Training

* Distribution S

Target Domain
* Unsupervised (x)
* Sometimes training
* Test

* Distribution T

Figure: Domain adaptation.
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Transfer Assumption (TA)

@ Example

Figure: Example of the DA.

@ TAs: rely on distribution similarities.
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Background: (non)linear independent component analysis

(ICA)

o Linear ICA (x = As+n)

n
xi(t) =Y ajsi(t) forallij=1,...n
j=1

o x;(t) is i-th observed signal in time t.
e ajj constant parameters describing “mixing”
e Assuming independent, non-Gaussian “sources” s;

Figure: A common example application (cocktail party problem).
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Background: (non)linear independent component analysis

(ICA)

@ Nonlinear ICA (x = f(s|0)+n)
xi(t) = fi(s1(t),...,sn(t)) foralli,j=1,...n

o Nonlinear ICA is not identifiable

Mixtures (x) Independent estimates
Sources (s) - - —e—

-V o2

5 iy .
-"- C
04

Figure: An example of nonlinear ICA.
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Background: (non)linear independent component analysis

(ICA)

o Nonlinear ICA (x = f(s|0)+n)
xi(t) = fi(s1(t),...,sp(t)) foralli,j=1,...n

WIC distribution
924"
+

@Mechanism

(¥) =7

U

Observed joint distribution
X
X

Figure: Nonparametric generative model of nonlinear’ ICA.
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Problem setup

e Multi-source domains [K]:
e input space: 2 € RP-1
label space: % € R
overall data space: % =2 x% €RP
labeled data point: Z=(X,Y).
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Problem setup

e Multi-source domains [K]:
e input space: 2 € RP-1

label space: % € R

overall data space: % =2 x% €RP

labeled data point: Z=(X,Y).

@ Target domain:
o limited number (nyy,) of labeled data — “few-shot”
o target distribution: pra,

Ny inid.
o sampled D7 :={Z;};737 "~ prar-
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Problem setup

e Multi-source domains [K]:
e input space: 2 € RP-1
o label space: Z € R
o overall data space: & := 2 x# €RP
o labeled data point: Z =(X,Y).
@ Target domain:
o limited number (nyy,) of labeled data — “few-shot”
o target distribution: pra,
o sampled Dy, == {Z;}[ 7o . PTar-
@ Problem:
e goal: find g* : RP~1 — RP which performs well for pr.,
o target risk: R(g) :=Ep,. /(g,Z) = g* € argmingcg R(g)
o empirical risk: R := #‘”ZZT I(g,Z;) = & € argmingcg R(g).
R(g) — R(g)? Can we use the source data?
Source distributions: {px}K_;

independent samples: Dy := {Z2%€} 7%, "L pi(k € [K], nk € N).
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Key assumption

All domains follow nonlinear ICA models with identical mixing
functions.

qs - QTa «IC distributions are

o nonparametrically different

f f f mechanlsm) is shared
| | T across domains

T I ET 0o (Observed)

‘ % ‘ ‘ &e ‘ o +— Apparently different yet

+ X + X t X +

il related joint distributions

Q1

l\')

°
°
%

A
g

\ Extract f » Fit target hypothesis §

Figure: An example of nonlinear ICA.

@ transformation f : RP — RD
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Key assumption

q1 q2 q3 «++ (QTar «ICdistributions are

, ’ ’ nonparametrically different|

| j (mechanism) is shared
[ across domains
'

v
0

(Observed)
Apparently different yet

3 .
ad related joint distributions
EXtraCt f Fit target hypothesis §

Figure: An example of nonlinear ICA.

e IC distributions: g7ar, gk € Q(k € [K]), S,i’ic iid. P
e f:RP - RP
° ZSrc — f(ssrc)
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Mechanism Transfer

Algorithm 1 Proposed method: mechanism transfer

Input: Source domain data sets {Dy }c(x), target do-
main data set Dy, nonlinear ICA algorithm ICA, and
a learning algorithm Ag to fit the hypothesis class G of
predictors.
/1 Step 1. Estimate the shared transformation.
f — ICA(Dl, .. ,DK)
// Step 2. Extract and shuffle target independent com-
ponents
§; — f_I(ZZ‘), (i: 1,...,77,Tar)
{5i}icinra)r ¢ AllCombinations({3;};25"
// Step 3. Synthesize target data and fit the predictor.
Zi f(gz)
g < Ag({Z:}:)
Output: §: the predictor in the target domain.

Figure: Algorithm for the proposed method: mechanism transfer.
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Stepl: Estimate f using the source domain data

@ Get f via generalized contrastive learning (GCL [2])
e Binary classification function:

o f:RP — RD estimator of £
e u: auxiliary information
o classification task: (Z2¢, k) — +, (Z2", K')(K' # k) — —.
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Stepl: Estimate f using the source domain data

o Get f via generalized contrastive learning (GCL [2])
e Binary classification function:

o f:RP — RD estimator of £
e u: auxiliary information
o classification task: (Z2¢, k) — +, (Z2", K')(K' # k) — —.

@ Domain-contrastive learning criterion to estimate f:

K 1nk

argmin Z o ; <¢ (rf,y/(zlfﬁc, k)) +Epzkd (*rﬁw(z;}gﬁc, k;))

feZ {yy}l_ cvk=1
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Stepl: Estimate f using the source domain data

@ Domain-contrastive learning criterion to estimate f:
K 1 ny

argmin Z — Z ((]) (rf’w(Zf’;C,k)> +Ewsid (—rf’w(Zf’;C,k/))
FeZ {wg}l_ cwk=1k j=1

o logistic loss ¢(m) := log(1+ exp(—m))
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Stepl: Estimate f using source domain data

@ Domain-contrastive learning criterion to estimate f:
K 1 ny

argmin Z — ((]) (rf’w(Zfﬁc,k)> +Ewsid (—rﬁw(Zfﬁc,k/))
FeZ {wg}l_ cwk=1k j=1

o logistic loss ¢(m) := log(1+ exp(—m))

Algorithm 1 Proposed method: mechanism transfer

Input: Source domain data sets {Dy}xe|x], target do- ¥

main data set Dr,,, nonlinear ICA algorithm ICA, and ° oo

a learning algorithm Ag to fit the hypothesis class G of ° Py f1
predictors. —
/I Step 1. Estimate the shared transformation. (a) Labeled

° [+ ICA(Dy,..., D) target data
Figure: (a) The algorithm is given labeled target

Fi . Algorithm for step 1.
igure: Algorithm for step domain data.
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Step2: Extract and inflate the target ICs using f

@ Extract ICs:
§=FYz)

o Inflate the set of IC:

f= (80, 2), i (ip) € [l
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Step2: Extract and inflate the target ICs using f

@ Extract ICs:
§=FYz)

o Inflate the set of IC:

f= (80, 2), i (ip) € [l

R
/I Step 2. Extract and shuffle target independent com- Poo . . ° L Xxo xx
ponents I\ S G \EEEe
§i f—l(ZL.)7 (i=1,...,nTar) (a) Labeled

) b) Find IC Shuffls
o  (iticpmp « AllCombinations({3:}27") rget data  (®) FI° (c) Shuffle

Figure: (b) From labeled target domain data,
extract the ICs. (c) By shuffling the values,
synthesize likely values of IC.

Figure: Algorithm for step 2.
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Step3: Synthesize target data from the inflated I1Cs

o Target risk:

—
>

R(g)=—7- Y I&f()

MTar ie[nr,]P

@ Empirical risk minimization:

ge arg;neig{ﬁ’(g) +Q(g)}

o Q(g)=1|lg||?, where 2 > 0.
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R(g)=—7- Y I&f()

MTar ie[nr,]P

@ Empirical risk minimization:

ge arg;neig{f?(g) +Q(g)}

o Q(g)=1|lg||?, where 2 > 0.

Yy
// Step 3. Synthesize target data and fit the predictor. oo . . °Le X
% — f(5:) J—X e o/ 4

9 Ag({z:}:) a) Labeled X
Output: §: Jthe predictor in the target domain. Eagget data (b) Find IC (c) Shuffle

X
(d) Pseudo
target data

Figure: (d) From the synthesized IC, generate
pseudo target data. The generated data is used
to fit a predictor for the target domain.

Figure: Algorithm for step 3.
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Mechanism Transfer

Algorithm 1 Proposed method: mechanism transfer

Input: Source domain data sets {Dy }c(x), target do-
main data set Dy, nonlinear ICA algorithm ICA, and
a learning algorithm Ag to fit the hypothesis class G of
predictors.
/1 Step 1. Estimate the shared transformation.
f — ICA(Dl, .. ,DK)
// Step 2. Extract and shuffle target independent com-
ponents
§; — f_I(ZZ‘), (i: 1,...,77,Tar)
{5i}icinra)r ¢ AllCombinations({3;};25"
// Step 3. Synthesize target data and fit the predictor.
Zi f(gz)
g < Ag({Z:}:)
Output: §: the predictor in the target domain.

Figure: Algorithm for the proposed method: mechanism transfer.
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@ Gasoline consumption in 18 of OECD countries over 19 years.
e y: motor gasoline consumption/car

o x = [x1,x2,x3]: per-capita income, motor gasoline price, and the stock
of cars per capita.

e domain: each country is considered as as a domain.
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See table 2 in this paper.
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